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Co-design is a widely applied design process with well-documented values, including mutual learning and 
collective creativity. However, the real-world challenges of conducting multidisciplinary co-design research 
to inform the design of self-care technologies are not well established. We provide a qualitative account of 
a multidisciplinary project that aimed to co-design machine learning applications for Type 1 Diabetes (T1D) 
self-management. Through interviews, we identify not only perceived social, technological and strategic 
benefits of co-design but also organisational, translational and pragmatic design challenges: participants 
with T1D experienced difficulties in co-designing systems that met their individual self-care needs as part 
of group activities; HCI and AI researchers described challenges resulting from applying co-design outcomes 
to data-driven ML work; and industry collaborators highlighted academic data sharing regulations as cross-
organisational challenges that can impede co-design efforts. Based on this understanding, we discuss 
opportunities for supporting multidisciplinary collaborations and aligning individual health needs with 
collaborative co-design activities.  
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1 INTRODUCTION 

Co-design is a widely applied design process that has been adopted and adapted in a variety of 
commercial and academic settings, from architecture to public health. Co-designers typically 
arrive from different disciplines and organisations: they share their domain knowledge, learn 
about design methods and collaboratively engage in iterative human-centred design cycles to 
achieve shared objectives. Co-design has been shown to be powerful in tackling wicked problems, 
exploring the design space of desirable technology, and fostering mutual learning between 
multidisciplinary team members [10,69,71]. For example, prior work has demonstrated the 
benefits of participatory approaches to exploring interactive machine learning [6,39], addressing 
ethical implications, such as AI fairness [53,76], and supporting people with health and wellbeing 
conditions in expressing and coping with their lived experiences [21,66,81]. The benefits of co-
design, such as collective creativity and mutual learning, are well-documented. However, the real-
world challenges of applying co-design within multidisciplinary project teams specifically for the 
design of self-care technologies are not well established.  

This paper responds to recent calls for more reflective work to grow the understanding and 
transferability of co-design [11,69,72]. We contribute to health and design domains with a holistic 
account of the realities and practical challenges of an HCI-led multidisciplinary co-design project 
investigating the potential of machine learning (ML) for type 1 diabetes (T1D) self-management. 
We report the results of semi-structured interviews conducted with HCI researchers, AI 
researchers, industrial collaborators, and people living with diabetes who participated in the co-
design project. We offer two primary CSCW contributions. 

First, we describe differing social, technological, and strategic benefits held by different parties, 
and identify organisational, translational, and pragmatic design challenges in applying co-design 
within this context. We highlight difficulties in applying co-design outcomes to data-driven ML 
work and address research-practice gaps [61], such as cross-organisational data sharing barriers, 
that can impede co-design efforts. Furthermore, we draw attention to misalignments between 
scientific thinking and participants’ lived experience and tensions between the collaborative 
mode of co-design and participants’ individual self-care needs.  

Second, we provide guidance and foster discussion on conducting multidisciplinary co-design 
research with people who live with an idiosyncratic health and wellbeing condition, such as T1D. 
We discuss how researchers and practitioners could foster translational knowledge work as part 
of multidisciplinary collaborations and support participants’ individual (and often incompatible) 
self-care needs throughout collaborative co-design processes.  

2 RELATED WORK  
We first provide an overview of co-design research and then look at diabetes self-management 
literatures to provide background to this work.      

2.1 Participatory Design and Co-Design 
In the mid 1970’s, participatory design projects were conducted as a response to a critique of how 
computer-based systems were being introduced into workplaces: workers and their unions were 
afraid that organisations installed computer-based systems to undermine their interests and even 
replace them [8]. The participatory design methodology was developed to empower people to 
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take an active role in the design process of interactive systems and organisational changes. The 
seminal Utopia project pioneered not only co-operative design methods [10], such as creating 
low-tech prototypes, but also helped frame participatory design principles, including: balanced 
power relationships; shared decision-making; mutual learning; and the exploration of alternative 
and holistic visions of technology use [77].   

As participatory design matured, it became a widely used methodology not only in HCI but 
also in different research areas, including architecture and public health. Co-design is a 
contemporary approach that has been adopted and adapted in commercial and academic settings. 
While the terms participatory design and co-design are often interchangeably used, there are 
sources that present participatory design as a methodology and co-design as design process [71]. 
Co-designers typically arrive from different disciplines and organisations: they share their 
domain knowledge, learn about design methods, and collaboratively engage in iterative human-
centred design cycles to achieve shared objectives. Research-focused projects have drawn on co-
design to prioritise research agendas [65], review study proposals and material [22], and envision 
the design space of diverse technologies and services [73].  

Prior work has explored design spaces and documented co-design outcomes [44,58,59,82], 
advanced existing co-design approaches [66,81], and investigated how to foster engagement 
during co-design activities. For example, researchers have not only acknowledged challenges of 
engaging with older adults but also proposed different strategies: while McGee-Lennon et al. [57] 
recommends paper-based design activities and “live coding” of interactive prototypes, Harrington 
et al. [34] suggest that encouraging older adults to use technologies over a longer period of time 
can lead to more detailed feedback as part of co-design sessions. Noergaard et al. [60] identified 
the challenges of conducting a series of co-design workshops with different stakeholders pointing 
to potential issues regarding longer-term participation: people with heart disease productively 
worked with health professionals as part of their first workshop, however, were not able to 
continue their fruitful collaboration since health professionals were not able to attend continuing 
workshops due to their job responsibilities.  

2.3 Co-Design and Personal Health 
Prior work has not only drawn on co-design approaches to understand how technologies could 
support health and wellbeing needs but also investigated how co-designers perceive and 
experience their roles in co-designing potential systems. For example, Revenäs et al. [67] motivate 
their reflective work with identifying a lack of research contributions on participants’ experiences 
of taking part in co-design to inform the design for technologies for Parkinson's disease care. 
They identify a set of needs and challenges, including the desire to collaborate with additional 
stakeholders and challenges regarding providing appropriate guidance and realising desired 
workshop outcomes. Moreover, previous work has drawn attention to researchers’ and 
participants’ wellbeing needs during co-design sessions. For example, Linberg [49] found that 
working in pairs with children with cancer helped researchers to not only efficiently engage in 
co-design activities but also allowed them to gain awareness of the children's wellbeing as study 
participants. In the case of dementia, using simple games and realistic prototypes helped elicit 
care and technology needs [56], although researchers caution that co-design activities could cause 
emotional challenges for both people living with dementia and workshop organisers [36]. 

Prior co-design works have identified user needs and documented co-created design artefacts 
in different health and wellbeing domains [34,80,81]. However, there have been calls for not only 
methodological reflections [11,20,29,69] but also for explorations into the potential of co-design 
to inform emerging AI technologies [50,51,79] to grow the understanding of co-design and 
improve co-design research outcomes. 
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2.4 Diabetes Self-Management and Self-Care Technologies   
In recent years there has been much interest in using AI/ML for supporting diabetes management 
decision-making, e.g. improved glucose prediction [24], classification of the impact of specific 
behaviours on health [25], or association of GPS location with blood glucose level variability [23]. 
Such innovation is necessary as diabetes self-management, especially for Type 1 Diabetes (T1D), 
is cumbersome and time-consuming. As T1D is an auto-immune condition whereby the body 
doesn’t produce enough insulin, people with diabetes need to take daily insulin injections, and 
insulin doses rely on complex interdependent factors, including exercise, diet, stress, and others 
[1]. AI/ML based approaches could help overcome some of the barriers to adoption of current 
diabetes self-management apps through increased use of networked sensors to reduce the burden 
of data collection [14,18,41], combined with analytics to reduce the cognitive effort needed to gain 
actionable insights from complex data [42], thereby increasing efficacy.  

As T1D management depends primarily on self-care, it is crucial that systems are oriented 
towards people’s needs [17,30,55,64,74]. In particular, ethnographic research studies of diabetes 
self-management have drawn attention to the individual experience, idiosyncratic character, and 
open-ended nature of self-care practices and the ways in which people develop unique skills in 
managing their health and wellbeing over time [74]. For example, Chen [17] sheds light on 
people’s varied health information management practices and the need for personalised self-care 
technologies. Mamykina et al. [54,55] describe how participants appropriated the self-tracking 
application MAHI to document routines, reflect upon their personal stories, and construct their 
own identities. Their analysis of the long-term use of MAHI identifies people’s individual needs 
to maintain a positive self-image, demonstrate competence in managing their health and 
wellbeing and sustain their constructed self-image. O’Kane et al. [64] has documented not only 
on the individual use of diabetes technologies but also contextual influences in everyday life. 
Their situated study illustrates that medical technology use in familiar situations shows large 
individual differences. Participants tended to conceal and reveal their mobile medical devices in 
different situations to protect and manage the impression they make on others. 

2.5 Towards Collaborative Co-Design for Personal Diabetes Self-Care 
Design approaches which integrate end-users as contributors of design ideas and solutions 
provide a promising conceptual and methodological framework for diabetes system development. 
Diverse user centred design methodologies have often been applied to diabetes technologies, with 
researchers reporting that such methods provided positive results and helped answer research 
questions, as well as knowledge on user mental models, helped design better products and 
clarified misconceptions [46]. Such studies affirm the importance of including stakeholders in the 
development process, allowing them not only to comment on existing products, but also to drive 
the direction and approach taken. Although there is a significant body of literature on the use 
(and importance) of human-centred design approaches, there is little research taking a critical 
view on the process of engaging a multi-disciplinary group of co-designers to collaborate on the 
design of technology to support personal and often idiosyncratic self-care practices. This is 
especially important considering technology innovation includes many different stakeholders and 
diverse expertise, such as the move towards using AI and ML personalised self-care technologies 
for chronic conditions such as T1D.  In this paper we provide a holistic account of the perceived 
values and practical challenges of a multidisciplinary collaboration involving HCI and AI 
researchers, industry practitioners and people living with diabetes to co-design ML-based self-
care technologies. 
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3 METHODOLOGY 

3.1 Co-Design Project Background  
For context we provide here an overview of the 18-month long co-design project. Its aim was to 
co-design ML-based decision support concepts and co-create suitable machine learning 
approaches. The co-design project was funded by a scheme with a focus on fostering 
collaborations between businesses and academic organisations. The project involved HCI 
researchers, AI researchers and industry collaborators. The industry collaborators worked at a 
T1D start-up. A shared objective was to co-design ML-based decision support concepts and co-
create suitable machine learning approaches. Fifteen participants with T1D (aged 24-69; 3-34 
years since T1D diagnosis; 11 were male) were recruited. Participants received an Apple Watch, 
a 12-months Dexcom Continuous Glucose Monitor (CGM) subscription, and access to an app 
provided by the start-up for their participation.  

A series of workshops were conducted between August 2019 and February 2020 (see Table 1). 
Participants unable to attend workshops were interviewed over the phone about the workshop 
topics. Co-design methods included scenarios, storyboards, mock-ups as well as tailored templates 
to help understand participants’ data collection needs and empower participants to create their 
own self-care systems. In addition, researchers conducted simple sketching exercises with 
participants and provided example storyboards and mock-ups to scaffold co-design activities. In 
preparation for workshop activities, participants were asked to use the beta version of the app 
provided by the industry partners to track their meals and use their Apple Watch for tracking 
other health and wellbeing factors. 

 
 

Table 1. Workshop details 
 

# Workshop type # of attendees Topics covered Research Methods 
1 Evening, 2 hrs 7 attendees 

 
Identifying meaningful factors 
that influence diabetes 
 

Ideation, sketching 

2 Evening, 2 hrs 8 attendees, 6 
phone interviews 

Impact of technology on diabetes 
management; automated tracking 
 

Scenarios 

3 Weekend, 
4 hrs 

10 attendees 
 

Designing a personalised 
decision-support porotypes 
 

Storyboards, mock-ups 

4 Evening,  
2 hrs 

3 attendees, 3 
phone interviews 
 

Understanding the decision-
making process 

Scenarios 

5 Weekend, 
4 hrs 

7 attendees Understanding the role of context 
and tracking non-routine 
situations 

Sketches, mock-ups 

 
 

3.2 Research Questions 
The objective of the interview study reported in this paper was to provide a retrospective and 
critical account of the co-design project with a focus on the personal experiences of all actors 
involved; we did not aim to evaluate its effectiveness or efficiency. We investigated the following 
research questions:   
 
 
 



475:6  Amid Ayobi et al. 

PACM on Human-Computer Interaction, Vol. 5, No. CSCW2, Article 475, Publication date: October 2021. 

      
• What are the perceived benefits and challenges of co-design to inform T1D technologies 

from the points of view of the multidisciplinary team?  
• What are the transferable lessons learned for future multidisciplinary co-design projects 

that focus on self-care technologies? 

3.3 Data Collection and Analysis  
The first author was appointed at the end of the co-design project to conduct this semi-structured 
interview study in order to provide some critical distance from the project. The first author 
conducted 17 interviews (see Table 2). Due to the COVID-19 pandemic, the interviews were 
conducted via phone and video conference systems. Interviews involved eight people with T1D 
who participated in the co-design project (referred to as P1, P2, etc.), three HCI researchers (e.g. 
HCI1), three AI researchers (e.g. AI1), as well as three industry collaborators (e.g. IC1). To support 
recollection before the interviews, a slide deck was shared with participants including photos of 
co-design outcomes and materials used throughout the workshops. Interview topics covered prior 
experiences with AI/ML, experiences of co-design activities, perceived challenges, views on 
workshop outcomes, and suggestions for future projects. Interview questions were adjusted for 
each group of interviewees and lasted approximately 30-90 minutes. The audio recordings were 
transcribed verbatim. As each person with T1D who participated in the project received an Apple 
Watch and a 12-month Dexcom CGM subscription, we did not provide additional incentives for 
this interview study. Researchers and industry collaborators did not receive any incentives. This 
interview study received an ethical approval from our institutional Faculty Ethics Committee. 

Data collection and analysis was conducted in a staggered way according to project roles. As 
some participants were authors, each interviewee was sent the representative quotes for the codes 
and explicitly agreed to their use before group analysis was conducted. In this way, participants 
had the option to double-check their quotes and decide whether they felt comfortable to reveal 
their perceived benefits and challenges of taking part in the co-design sessions within the project 
team. All quotes were signed off and none were edited or removed. A qualitative data analysis 
software was used by the first author to thematically code data [12]. The data corpus was 
iteratively analysed in an inductive fashion drawing on open and axial coding [16]. Codes and 
findings were iteratively shared and discussion within the academic project team. We initially 
focused on the individual experience of each participant and cross-cutting themes within each 
participant group. At later stages, we created tables showing benefits and challenges of co-design 
activities to understand similarities and differences across participant groups.  

 
Table 2. Interview study participants 

 
   

 

 

# Key Role 

1 P1 Participant with T1D 

2 P2 Participant with T1D 

3 P3 Participant with T1D 

4 P4 Participant with T1D 

5 P5 Participant with T1D 

6 P6 Participant with T1D 

7 P7 Participant with T1D 

8 P8 Participant with T1D 

 

# Key Role 

9 HCI1 HCI Researcher  

10 HCI2 HCI Researcher 

11 HCI3 HCI Researcher 

12 AI1 AI Researcher 

13 AI2 AI Researcher 

14 AI3 AI Researcher 

15 IC1 Industry Collaborator 

16 IC2 Industry Collaborator 

17 IC3 Industry Collaborator 
 



Co-Designing Personal Health  475:7 
 

PACM on Human-Computer Interaction, Vol. 5, No. CSCW2, Article 475, Publication date: October 2021. 

4 FINDINGS 
This interview study provides a qualitative account of a completed co-design project that explored 
the potential of machine learning for type 1 diabetes self-management. This account centres on 
the personal experience of the co-design project team members including academic researchers, 
industrial collaborators and workshop participants. We first report on perceived social, 
technological, and strategic benefits and then describe organisational, translational and pragmatic 
design challenges of applying co-design within this research context.  

4.1 Perceived Benefits of Co-Design  
Co-designers with T1D prioritised immediate social benefits of sharing personal self-care 
experiences in-situ over learning about design practices and technological concepts as part of co-
design workshops. Researchers and industry collaborators appreciated mutual learning benefits 
and particularly valued prospective, strategic and economic benefits of co-design outcomes.  

4.1.1 Social Benefits: Learning about Diabetes Self-Care from Co-Designers   
HCI and AI researchers especially valued being able to have conversations with people living with 
type 1 diabetes and learning about what it is like to self-manage an idiosyncratic health condition 
in daily life, which was more engaging and informative than “just looking through NHS web pages” 
(AI1). They enjoyed the supportive and participative nature of co-design when “getting people 
involved and helping them design things that are meaningful to them and learning from them as 
well rather than being like, ‘I’m a researcher, I know things.’”  (HCI1). As the co-design objectives 
were primarily design-led and technology centric, researchers anticipated that participants would 
particularly value the benefits of learning about novel technological approaches and engaging in 
creative design practices. However, research participants valued, above all, being able to 
appropriate co-design activities to their personal communication and care needs. This involved 
sharing their individual self-management experiences and receiving self-management advice 
from their peers during and after co-design activities:  

“There was always a strong pull on talking about their own self- management, in any of the activities 
that we ran. Everything was a prompt for them to talk about some of the details of their own self-
management.” (HCI3) 

Participants contrasted their social experiences of taking part in co-design workshops and sharing 
their self-care narratives with their experience with clinical trials, where they took on prescribed 
and often distant research roles. For example, P8 highlighted that there is typically a lack of shared 
decision making and social exchange between participants in clinically informed research studies. 
In contrast to clinical trials, participants explained that co-design workshops provided space and 
time to meet and talk with other people living with T1D, a novel experience for some participants. 
They appreciated being able “...to actually just sit in a group and hear people talk and laugh and 
joke about things that they’re doing.” (P3). Through appropriating co-design activities to personal 
communication needs, participants recognised commonalities and differences in the ways they 
self-manage their health and wellbeing. For example, P1 explained: 

“Useful insight around broader diabetes management came out of that exercise, not just about kind of 
how to design an app but about some of the struggles people face with different elements of their 
diabetes management.” (P1) 

While researchers have described individual differences in diabetes self-management in prior 
work [17,74], research participants in this study identified individual differences across people 
with T1D themselves and, importantly, highlighted these co-constructed insights as beneficial. 
They reported that recognising that people with T1D at these group workshops have very 
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individual perceptions and self-care preferences helped rethink their own struggles and reassess 
their own self-care agency:  

“It was interesting to see what we had in common and also the differences. […] some things that really 
affected some people and didn’t seem to affect other people as much, like some people, the amount of 
sleep and stress […] other different factors that came into it and how they dealt with it.” (P5) 

Even for a person with higher self-care agency and expertise such as P6, it was beneficial to share 
and learn about different self-care routines from the group and potential contributors to blood 
sugar levels:  

“I think I’m very narrow-minded. I feel like I know everything about diabetes so I know everything 
about my diabetes so it was very interesting to learn about other people and other things that people 
might consider to be issues with their diabetes.” (P6) 

4.1.2 Technological Benefits: Learning about Self-Care Technologies and Machine Leaning  
Participants explained that just being with other workshop participants at the same time and 
place provided a learning opportunity. For example, P3 detailed how he passively observed what 
injection tools people used and how they go about using their medical devices in practice. An HCI 
researcher characterised some of these in-situ care practices as performative:  

“It was really cool watching people talk about their different personal practices and challenging each 
other on it, like pulling out kits to show off and shaming people who didn’t bring their kits with them. 
Then you could see that the observations of what people were doing before eating as well and they’re 
actually trading opinions on how much that sandwich had carb-wise, and so not only did we observe 
self-management practices, but we saw how self-management practices were being slightly influenced 
by the nature of just having a bunch of people with diabetes in the room eating the same thing at the 
same time.” (HCI2) 

During co-design activities and breaks, participants reported proactively asking for and receiving 
personal self-management technology advice from their peers. For example, P10 used the co-
design workshops to validate her experiences with the use of a continuous glucose monitoring 
device that caused skin irritation: “I thought that was just me, but I was able to find out from the 
other team members that they experienced the same thing. […] It was small little things like that that 
I gained knowledge of.” (P10). Furthermore, participants shared their perceptions of and 
experiences with consumer health technologies. For example, P9 valued being able to learn more 
about potential unintended effects of technology providing immediate accessibility to health data:  

“they’re getting their phone out or looking at their Apple Watch for their glucose reading religiously 
every couple of minutes, whereas other people would say that they tend not to stress over looking at it 
so often […] their use of technology was quite interesting.”  (P9).    

Participants appreciated not only learning about the perceived benefits and limitations of existing 
self-care apps and devices as part of the co-design session but also valued learning about the 
process and methods of iteratively designing potential self-care technologies. For example, P6 
emphasised her experience of being able to articulate her technology needs in relation to being 
able to take a proactive role in informing the design of diabetes applications:  

“I use CGM and I use a lot of like apps to manage my diabetes it was good to like actually try and get 
a say in what goes into one of those apps that I might potentially use in the future to get to say what 
I would find useful personally rather than trying to use like five different apps, I could say like we 
could take all these aspects and put them into one app.” (P6) 
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Mutual learning is a long-lasting benefit of bringing together people with different expertise 
during co-design activities, and this was captured in this research in relation to ML. Data science 
machine learning, and AI were familiar to participants with T1D, but they were able to learn more 
in depth about potential ML concepts that were specific to their interest in diabetes technologies: 
“Before, it was kind of like, you know, computers being able to think for themselves or like have a 
sentience,” explained P8, showing the development of understanding of intelligent systems past a 
science fiction narrative. Reflecting back on their learning about ML approaches, participants 
described how this knowledge enhanced their understanding of other technologies that were in 
their lives, including popular consumer devices and platforms:  

“I think the term ‘artificial intelligence’ is a bit more specific than that, I think. It’s more to do with 
machine learning, […] So it’s things like, you know, how Netflix decides what you watch, kind of thing, 
or how you choose your recommendation. I think it’s algorithms, really.” (P3) 

Participants were also able to explain complex aspects of machine learning in simple terms related 
to human cognition, including knowledge and learning, and also were able to understand where 
AI researcher and the industrial partners might fit into the technology development: “AI is 
computers that learn, that once you set certain criteria up or whatever, they can gain knowledge 
themselves without being told to gain knowledge, yeah. I think that is the simplest form,” (P10). 
Beyond a general understanding of AI and ML concepts, participants were also able to reflect on 
the challenges and opportunities surrounding the technology. This included limitations 
specifically related to ML enhanced T1D self-care technologies, such as the credibility of 
predictions, manual data entry vs automatic data capture, and data quality issues:  

“If it’s showing information based on weeks and weeks of data-gathering and it’s basically giving you 
your average day, I mean, I suppose that could be useful. But then, if you suddenly change your 
physical activity, or you’re eating something at a time that you don’t usually eat something, then I 
guess that could disrupt it, in a way.” (P8) 

4.1.3 Strategic Benefits: Learning about Multidisciplinary Differences and Informing 
Prospective Collaborative Work    

Researchers and industry collaborators acknowledged the benefits of mutual learning within the 
multidisciplinary team. Their perceived benefits were particularly strategic and economic. For 
example, an HCI researcher reported learning more about how to manage the need for all 
academics to contribute to their own subdiscipline and their own publication venues, ultimately 
feeling better-equipped to investigate emerging research questions as part of future 
collaborations:  

“I suspect what we will do, will be to write another project where we’re actually able to follow up on 
some of the emergent questions that are only really now, so we’ve gone through that process of learning 
a little bit about each other […] I mean, it almost feels like a sort of pilot project.” (HCI3) 

Industry collaborators valued learning more about co-design, as opposed to user-centred design 
approaches that are commonly applied in industry settings. Furthermore, they particularly valued 
the constructive feedback on their beta app that academic researchers forwarded from the co-
design workshop participants:  

“People just being very brutally honest about the app and saying ‘I don’t understand this, I don’t get 
it to be honest, I’m not using it, I don’t find it useful,’ I mean to me those are very helpful, that’s helpful 
information that people won’t say to us directly.” (IC3)  

Reviewing co-design workshop outcomes also helped the industry partners to validate their 
internal user research findings. The lens of co-design offered an alternate design methodology 
which helped them to gain a more holistic view and to prioritise development tasks. IC2 stated 
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that external validation of their previously identified diabetes self-management concerns helped 
them gain confidence about people’s technology needs as well as providing regulatory benefits.  

“[It made us] Definitely more confident...less biased...because in industry you make decisions so 
quickly...having someone like the university finding the same kind of thing, goes like, maybe it’s not 
that biased. And you know, in regulatory you actually have to show your design process too and you 
have to show that you actually investigated this, so to be able to show like, we’ve investigated this and 
the university investigated this and they have also found this, that creates gravitas.” (IC2) 

4.2 Perceived Challenges of Co-Design  
While the previous section presented social, technological, and strategic benefits of co-design, we 
describe organisational, translational, and pragmatic design challenges to help inform researchers 
in the design of future co-design projects. 

4.2.1 Organisational Challenges 
Organisational challenges illustrate how funding requirements and multidisciplinary objectives 
can impact co-design processes, co-design roles, and cross-organisational data sharing practices.  

Managing Formal Requirements and Organisational Barriers   
The workshops were designed to support the commercial objectives of the industry collaborator, 
which was a condition of the initial project funding. However, this requirement led to barriers to 
the research objectives of other partners. The academic AI researchers wished to analyse the 
usage data of the commercial app to inform their research. However, the research team faced 
challenges in resolving the anonymisation requirements as well as implementing a process that 
would allow sharing sensitive health and wellbeing data across organisations. An HCI researcher 
explained: “there was no way that we could anonymise the participants we would be interviewing 
and working with, and share that data with [the industry collaborator], and we kept hitting up 
against GDPR issues with regards to the data sharing and with consent.” (HCI3) 

Overcoming the complexities of sharing and receiving highly sensitive data with external team 
members had to be negotiated in detail during the project launch. However, when it became clear 
that some data sharing challenges were insurmountable, industry collaborators and academics 
decided to restructure the project such that the co-design work that the academic researchers led 
was aimed to inform near future directions for the start-up rather than directly informing ongoing 
design and development cycles. Instead, workshop participants were given access to the 
commercial app and asked to freely share and discuss their experiences as part of the co-design 
workshops as industry collaborators kept their distance from the participants. While these 
arrangements supported researchers in contributing to the objectives of the industry collaborator, 
they altered the original goal of the project, which had been to apply a bottom-up co-design 
approach that directly involved all actors in exploring the potential of ML in diabetes self-care 
because of the “pretty major issue with regards to the sharing of data.” (HCI3).    

Managing Multidisciplinary Objectives, Expectations and Roles   
While multidisciplinary team members managed to pursue their domain-specific objectives, some 
workshop participants perceived a lack of sufficient structure inherent in a user driven co-design 
project. For example, although P1 was able to achieve his intention of increasing his knowledge 
about diabetes care, he explained that a clearly articulated research objective could have improved 
co-design experiences and outcomes:    
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“… having a very clear objective right from the start and almost setting the flow of the workshops to 
try and achieve that objective through the course of them...I thought [the workshops were] very useful 
for the objective that I had which was to try and understand how other T1 diabetics manage their 
diabetes. I think [the workshops] would have probably been more useful for you guys if the objectives 
had been clearer from the start and therefore, we as participants could have helped you meet those 
objectives better.” (P1) 

The iterative and open-ended nature of co-design made it difficult to detail specific objectives and 
workshop agendas. “The participants would say, well no, we don’t want to focus on that, we’ll focus 
on something else,” reported HCI2, highlighting challenges of designing workshops according to 
participants’ needs. It became clear that planning and conducting co-design processes required 
flexibility, for example, when assumptions based on previous workshops turned out to be false:  

“there was a design exercise to explore how an app could work in a sort of non-routine situation […] 
it turns out that basically it would work the same. They didn’t need a special mode or anything like 
that and that was like half of the workshop gone, so I had to improvise.” (HCI1) 

Furthermore, participants’ accounts highlighted the importance of consistently managing 
expectations and responsibilities of all actors throughout the course of the workshops. Accepting 
that HCI and AI researchers were not experts in diabetes care was challenging for some 
participants and they felt it detracted from the workshop objectives. For example, P3 seemed to 
be surprised by the focus on mutual learning and the lack of the research team’s diabetes 
knowledge: “I felt like they didn’t have a very good understanding of some aspects of type one 
diabetes. I felt a bit surprised by that, that the whole thing was about the learning.” (P3). 

4.2.2 Translational Work Challenges  
We identified translational work challenges between HCI and AI academics and participants 
living with type 1 diabetes. The terms translational research and translational work are being used, 
in particular, in the biomedical domain to refer to the translation of scientific findings into medical 
practice [8,15]. Norman highlights the need for translational developers who can mediate between 
academia and industry [61]. Based on this understanding, we use the term translational work to 
describe how HCI researchers, AI researchers, industry collaborators, and people with T1D 
attempted to bridge theory-practice gaps as part of a multidisciplinary co-design collaboration.   

Translational Work Challenges within a Multidisciplinary Research Team   
HCI researchers intended to inform ML research based on co-design outcomes. However, both 
HCI and AI researchers reported challenges in intertwining their work cultures. They identified 
different factors that have led to disparate and parallel work streams within the multidisciplinary 
team. Academics highlighted the importance of developing a common language, mutual 
appreciation for methodological differences between HCI and AI, and iteratively investigating 
real-world data to identify signals and potential patterns in tandem with participants (rather than 
drawing on ML approaches as a solution from the start).    

Prior work has documented how user experience designers adopt the data-centric culture of 
ML practitioners as part of successful collaborations [85]. Researchers’ accounts suggest that the 
infrastructure for collecting and analysing data was established during the course of the project 
rather than being an integral part of the HCI research agenda and ethical arrangements from the 
beginning of the project:  

“they couldn’t do anything without data from participants and initially we didn’t even plan to collect 
any data. So that’s why we had to get an ethics amendment and get people’s permission to collect the 
data.” (HCI1) 
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The delay in being able to collect health and wellbeing data led to a two parallel work streams: 
ML researchers investigated how predictive model-based reinforcement learning approaches 
could offer suggestions and uncertainty indicators based on simulated data and HCI researchers 
focused on participants’ personal data tracking preferences at the co-design workshops. When 
aligning HCI and AI work streams, tensions became evident between the need to provide real-
world data sets for AI researchers and participants’ self-tracking priorities.  

As part of co-designing possible data-driven applications to support ML-based decision 
support, participants preferred automated tracking approaches. “It turns out no-one wanted to 
track those things,” explained HCI1, revealing participants’ reluctance to manually collect data 
when designing and discussing their mock-ups. However, interview study findings clarified that 
participants would be willing to manually collect and annotate their health and wellbeing data 
for the purpose of supporting ML researchers in understanding potential relationships between 
health behaviour and blood glucose levels and the feasibility of ML approaches. Reflecting on 
discussions between HCI and AI researchers, an AI academic encouraged finding a compromise 
between participants’ self-tracking preferences and ML research data requirements:  

“For example, [an HCI colleague] said, well, you know, anything that asks me to input what I ate is 
out of the question, and you think, oh okay. That’s quite a big, you know – can we maybe navigate 
that a little bit and can we sort of make suggestions or gamify it?” (AI2) 

Acknowledging their limited knowledge about ML, HCI researchers reported facing challenges in 
synthesising qualitative co-design findings to inform ML practices. Reflecting on meetings with 
AI colleagues, an HCI researcher explained attempts to interlink scenarios informed by workshop 
findings with potential ML concepts to derive feasible implications:  

“I think we present them very differently when it’s just the HCI people because we’re trying to package 
a qualitative theme in a way that a quantitative AI person might get something out of. So I guess, to 
some extent, we’re doing what we did in the co-design workshops, where we’re kind of presenting little 
hooks of possibilities and things, we can throw in terms like ‘expert systems’ and ‘unsupervised 
learning’ and then see how that pings with them, and we don’t really know what these things are to 
the same extent, but we have an inkling.” (HCI3)  

Scenarios and storyboards reminded AI researchers of use cases that are common in software 
engineering. They found that co-designed storyboards in particular can help understand self-care 
challenges and ideate on potential ML approaches. However, AI researchers described challenges 
in applying co-design outcomes to their algorithmic ML work. “I think the challenge here is that 
these mock-ups are not just user interface, they also express desired functionality and that 
functionality may be unachievable,” noted AI2, highlighting fundamental differences between the 
desirability and feasibility of workshop outcomes, such as mock-ups that visualised participants’ 
desire to engage with technology that predicts blood glucose values. AI researchers critically 
reflected on the ethical implications of presenting results of predictive ML approaches to 
participants: “Prediction is not what is going to happen, it’s what we think will happen and that 
needs to be clear for the user. If there are errors and, in this case, big errors can cost lives.” (AI3). 
Rather than predicting specific primary disease indicators, AI researchers and industry 
collaborators with a technical background suggested focusing on basic data analysis and 
visualisation methods that centre on detecting reoccurring health patterns.  

Challenges of Aligning Scientific Models with Participants’ Lived Experiences    
We identified misalignments between applied co-design methods that embodied scientific models 
and participants’ lived self-care experiences. For example, researchers asked participants to 
complete and discuss if-then templates as part of the fourth co-design session (e.g., IF going to eat 
THEN take insulin; IF low THEN eat fast acting carbs). The objectives of using the if-then 
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templates were to better understand participants’ decision making in diabetes self-care, explore 
the potential of rule-based recommender systems, and to prepare participants to create scenarios. 
Participants valued that this exercise helped simplify and articulate complex mental models (e.g., 
P8: “I think that’s pretty much sort of what goes through our minds when we need to make a decision, 
and that’s a really simple way of presenting that.”). However, participants also made clear that the 
if-then templates were at odds with their lived experience of managing their health and wellbeing 
in everyday life. For example, P5 highlighted that the if-then rules are individual and not 
transferable, and P3 pointed to the lack of granularity and clarification of the if-then rules:  

“I think it’s a nice idea but there’s so many ‘if’ statements that you’d have to include in it, or sort of 
clarifications. […] The first one is – if you’re going to eat, then take insulin. But even that is flawed 
because you’d have to clarify – if you were just to eat an omelette and some salad, then you wouldn’t 
need to take insulin but if what you’re eating qualifies as carbs, then... so you have to change that to 
– if you’re going to eat carbs then take insulin.” (P3) 

 
Figure 1: Left: If-Then Statements; Right: Anomaly Detection Visualisation 

 
 

 
With participants with T1D making an effort to collect data that was relevant to AI researchers, 
the researchers were then able to use this data to visualise trends and prediction and ultimately 
explain ML concepts in relation to T1D care during the workshops. Figure 1 right is a visual 
example to aid in the explanation of anomaly detection. In the two line graphs, the first showed 
blood glucose levels from the worn CGM over time and the second showed four blood glucose 
anomalies above in the first line graph. Although participants displayed familiarity with line 
graphs representing health data, particularly with regards to blood glucose over time, these were 
insufficient to reflect on self-management practices. Real world ups and downs with blood glucose 
levels are associated with the context, the situation and the person, and they wanted to know 
more about who and what was being represented by these line graphs: qualitative lived 
experiences were how they understood anomalies in everyday life, so they needed more context 
to interpret this quantitative representation. P8 described the importance of understanding “the 
why” behind these numbers in order to address anomalies:  

“What you’re not really seeing is why those anomalies are happening. […] if we’re talking about 
diabetes as an example, I think the ‘why’ is just as important in order to understand how to tackle 
those anomalies.” (P8)  

Participants also discussed the characterisation of anomalies as something that could be 
quantified or represented in a binary way. For instance, high blood glucose values were not 
always out of control – situations and contexts sometimes meant that these blood glucose levels 
were not anomalies and indeed were expected and managed. Overall, anomaly detection 
represented in this way (Figure 1 Right, second line graph) was not supportive of their choices 
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around self-care and their agency in dismissing these incidents based on their everyday lived 
experiences and self-management expertise. 

4.2.3 Pragmatic Design Challenges 
Apart from organisational and translational challenges, we identified pragmatic design challenges 
as part of co-design activities where participants experienced difficulties in overcoming 
tendencies to draw on existing design concepts and co-designing systems that met their personal, 
idiosyncratic self-care needs.   

Challenges of Supporting Participants in Diverging Design Spaces  

Reflecting on workshop design outcomes, researchers identified the challenge to inspire 
participants to think outside the box to explore design spaces for decision support systems that 
go beyond incremental improvements of existing solutions. An HCI academic tried to strike a 
delicate balance of providing scaffolding without leading the participants, but the participants 
still ended up with screens:  

“I found it difficult to make them almost like take a step back– I think my first impression was that 
maybe that was because I gave them stencils [templates with mobile phone screens], but I’m just 
looking and one of those designs is on flipchart paper so there was no like stencil restricting them and 
it is still a screen. So, I think it was useful to use this to kind of help and narrow down the factors that 
people care about and want to track, but there’s nothing new in this. […] I guess because people started 
copying potential solutions.” (HCI1) 

Indeed, workshop participants explained that they drew on their prior experience of using 
existing apps when creating storyboards and mock-ups. ”I think also because other people had used 
different apps in the past before, I think in some way we were guided by the apps we’d used previously 
and how things were displayed and done on those,” realised P5, when describing how her group 
aimed to design an app that would be able to seamlessly work with a popular food self-tracking 
service. Based on this understanding, participants explained looking at existing app design 
approaches that they particularly valued as a starting point to co-design potential alternatives 
and realised thinking outside of the box was difficult because of prior experience. For example, 
P6 thought:  

“I’d used Dexcom for a long time, probably like three years now, I was very like led towards using 
some sort of Dexcom screen whereas I think some people had never used a CGM before, so they 
probably were thinking probably a bit more outside the box than I was. Whereas I went with a system 
that I knew and that I knew what worked, that like modelled around that so yes, I mean that was 
difficult.” (P6) 

Furthermore, participants discussed not only desirable design patterns but also existing app 
functionalities that they particularly disliked and critical incidents that they experienced using 
existing apps. P8 suggested that identifying specific limitations of the industrial collaborator’s 
app encouraged them to explore how those limitations could be overcome:  

“I think it was more of an example of what not to do, I guess, at the time, rather than giving sort of 
positive inspiration. It was kind of like, ‘This thing doesn’t really work, so how can we make it work?’ 
Like, ‘How can we present that in a way which would work?’” (P8) 
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Challenges of Supporting Idiosyncratic Self-Care Needs when Converging Design Spaces  

Exploring a variety of design alternatives and converging on a design solution is a common design 
challenge that requires synthesis, prioritisation and agreement [13]. However, our findings 
suggest that the individual nature of type 1 diabetes and people’s idiosyncratic self-care needs 
made co-design team activities particularly difficult: “It’s very, very hard to individualise type one 
diabetes so to do it in a group it’s very difficult to get a system that would work for everyone,” P6 
said, highlighting participants’ contrasting illness experiences and technology needs. While 
participants seemed to find agreement regarding their primary self-tracking priorities which 
involved blood glucose levels and carbs, they realised significant differences in terms of potential 
contributing factors which were very individual:  

“It got difficult because people were saying different things. […] So, I think, trying to come up with a 
simple interface and trying to figure out what those priorities are and present it in an easy- to-read 
way, was quite difficult.” (P8) 

It became evident that reaching consensus in creating mock-ups was difficult as participants 
expressed different self-tracking priorities when discussing what health and wellbeing data 
should be tracked to inform ML approaches. In addition, participants shared different self-
tracking preferences regarding the granularity of tracking parameters and temporality of 
tracking. P10 reported that many self-tracking parameters that her co-design team wanted to put 
on paper were not relevant to her. Self-tracking priorities change over time, months and years as 
personal living circumstances change and one’s bodily capacities change, she explained:  

“Well a lot of it wasn’t relevant to me because a lot of them used things for measuring exercise. I don’t 
do a lot of exercise. I mean I’m 70 now. I walk the dogs, that’s about it. I used to cycle a lot […] in [a 
city in the UK], but I never really took much note of the burning of calories as it were. They were much 
more on the ball about that.” (P10)  

P5 described the design process of his team that started with visualising core functionalities rather 
than deciding what and how personal health and wellbeing data should be collected, including a 
predictive line graph to support decision making. However, they faced similar challenges as other 
co-design teams when it came to translating their different self-tracking priorities into a design 
structure:   

“I mean, that’s what we all struggle with, so to see a predictive graph of some sort is really useful, but 
quite how to do it and what impacts on it, like your carbs, your exercise, your insulin, and then... was 
there about fifty factors we decided could affect your blood sugars, and it’s like, which ones to put in 
and how? I think that was probably one of the hardest bits to do, was designing that bit.” (P5) 

Highlighting that designing technologies to support people’s individual self-care needs certainly 
requires personalisation and customisation, P8 summarises: “We kind of came to the conclusion 
that it would have to be personalised in some shape or form.”  However, participants reported that 
it was unclear how a customisable system could be designed in practice and their mock-ups did 
not illustrate any customisable features that visualised how their idiosyncratic self-care needs 
could be supported. Although researchers joined co-design activities as coaches and provided 
example sketches and data visualisations, “it was too much of a blank canvas.” (P11). Participants 
wished to receive more guidance on how to manage their idiosyncratic self-care preferences and 
different technology needs when creating storyboards and mock-ups as a team: “We did get 
guidance, but sometimes it was like it sort of sat there, a little bit lost as to how to go about putting 
down on paper what we actually wanted, and we had different ideas on it as well.” (P5) 
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5 DISCUSSION  
We have investigated an HCI-led collaboration between AI researchers, industry collaborators, 
and people with T1D. We have reported on perceived social, technological, and strategic benefits 
and described organisational, translational, and pragmatic design challenges of applying co-
design within this context. To support researchers and practitioners from different disciplinary 
backgrounds in conducting co-design to inform self-care technologies, we focus attention to (1) 
fostering mutual learning within multidisciplinary collaborations; (2) prioritising social over 
strategic co-design benefits; and (3) supporting participants’ individual self-care needs 
throughout the collaborative co-design process.  

5.1 Fostering Mutual Learning within Multidisciplinary Collaborations  
Recent work has investigated how HCI researchers and UX professionals collaborate with 
engineers on AI-driven systems and identified a set of challenges, including difficulties in 
understanding AI capabilities and prototyping AI solutions [26,27,31,85,86]. For example, design 
professionals report difficulties in understanding ML capabilities, and recommend adopting data 
science jargon, including the use of quantitative evaluation methods, to be able to contribute to a 
data-centric work culture [85], which we also saw with the language HCI researchers were 
adopting in this co-design. HCI researchers acknowledged their limited understanding of ML and 
found it challenging to translate speculative co-design outcomes to feasible ML problems. 
Envisioning a variety of feasible AI experiences and rapidly prototyping realistic human-AI 
interactions are further challenges that designers are faced with, considering time extensive ML 
training workflows and a lack of data to design with [27,84,86]. This was an early stumbling block 
with the co-design, with the lack of data causing AI researchers to pursue reinforcement learning 
academic contributions. Furthermore, designers can find it difficult to productively collaborate 
with AI engineers because of a lack of a shared language and methodologies that help align 
human-cantered design and machine learning work streams [31].  

In our findings, AI researchers valued the sensitising benefits of co-designed storyboards and 
low-fidelity mock-ups that visualised predictive ML approaches. However, we have observed that 
co-design outcomes can require translational work to inform algorithmic ML research. To 
improve the transferability of co-design outcomes and foster mutual learning as part of HCI-AI 
projects, researchers and practitioners could combine co-design methods with established 
software engineering methods. For example, co-designed storyboards could inform the co-
production of use cases. Software engineering methods, such as use cases and user requirement 
specifications, are used to communicate potential user needs, goals, and actions. Alternatively, 
concepts, such as “intermediaries” [5] and “boundary objects” [4,19,43,70], could help develop new 
approaches and align HCI and AI methodologies based on a shared language and principles. In 
these ways, co-design processes and outcomes could become more applicable to the design of ML-
based applications.     

Furthermore, AI researchers and industry collaborators highlighted fundamental differences 
between the desirability and feasibility of ML and potential tensions between people’s 
idiosyncratic self-care practices and theoretical ML contributions. These observations suggest 
acknowledging methodological differences and making space for collaborators to pursue their 
research objectives alongside co-design objectives. For example, as part of this multidisciplinary 
co-design project, AI researcher conducted ML-centred studies on model-based reinforcement 
learning for T1D in parallel to co-design sessions.   

To inform productive HCI-AI collaborations we can look to transferable best practices, such 
as committing to shared common goals [9,32]. Our lessons learned for HCI-AI collaborations are 
pragmatic. Mutual learning is not only a seminal participatory design principle but should also 
be a clearly defined and articulated objective as part of co-design processes. As Harper [33] puts 
it, “HCI researchers need to stand up and take on that labor” to be able to contribute to AI. Taking 
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on labour entails not only exploring ML as a design material [26,37] but also “embrace[ing] a data-
centric culture” [85] to engage with ML approaches, workflows, and implementations in 
collaboration with AI researchers. Another lesson learned is to allocate time and resources to 
support upskilling of project team members and structure multidisciplinary co-design projects 
with an explicitly educational purpose. In particular, supporting junior co-design team members, 
such as research students and postdoctoral researchers, in becoming “translational developers” 
[61] who can learn how to navigate research-practice gaps and bridge HCI and AI disciplines. 

5.2 Prioritising Social over Strategic Co-Design Benefits  
Participants of this multidisciplinary co-design project reported social, technological, and 
strategic benefits. These perceived benefits seemed to be not only personal but also collective and 
shared across different stakeholders. For example, participants with T1D described benefits, such 
as receiving new self-care technologies for taking part in this experience-based co-design project 
[34], learning about new self-care strategies from their peers, and getting support on how to use 
new self-technologies. Researchers particularly valued learning about T1D from people with lived 
experience, improving their knowledge about HCI and AI methodologies, and findings new ways 
of informing future collaborations. These findings exhibit co-design as a mutual learning process 
that can support people’s personal values [45]. While perceived benefits are perceptions of 
positive outcomes caused by specific actions [47], personal values can involve different 
dimensions [48], from actions (e.g., engaging in self-care) and emotions (e.g., feelings of joy) to 
principles (e.g., gaining autonomy), abilities (e.g., physical and mental capacities), relationships 
(e.g., connecting with peers), and possessions (e.g., tangible things, such as technologies, and 
spaces). Berry et al. [7]’s two-part co-design study with people with chronic conditions, carers, 
and providers offers guidance on supporting conversations about personal values between 
different parties by identifying design dimensions (e.g., guidance) and tensions (i.e., disclosure vs. 
effort). Our co-design project was not “values-led” [38,45]. However, our methodological 
reflections highlight the importance of considering perceived co-design benefits and personal 
values of people with T1D throughout a technology-driven project. 

Despite the personal nature of self-care, our findings show that a co-design process can support 
co-designers living with a chronic condition in sharing personal self-care experiences and 
learning from the experiences of their peers, both, during and after engaging in design activities. 
Importantly, co-design participants prioritised the immediate benefit of being able to share self-
care experiences in-situ over the benefits of learning about design practices and ML concepts. 
This insight has important implications for planning co-design projects that are inherently 
technology and data centric. 

Considering ethical aspirations of equalising power relationships and empowering co-design 
actors in expressing and pursuing their personal needs and values [10,71], we highlight the 
importance of prioritising the social experiences of co-design over potential strategic goals and 
anticipated benefits, especially, in the beginning of a research project. Creating opportunities for 
peer-to-peer interaction for social exchange and learning could enhance the co-design process 
and help drive the acceptance of the co-design process for all those involved. Creating such 
opportunities during online and offline co-design sessions can involve not only coffee breaks but 
also scaffolded methods to support participants in sharing lived experiences (e.g. [28]). A lesson 
learned is to iteratively redefine co-design agendas according to people’s needs, rather than 
desired workshops outcomes (e.g. number of design ideas, feasible implications for ML, desirable 
academic knowledge contributions). We acknowledge that prioritising social sharing and learning 
needs of co-designers can be at odds with desired strategic goals and tangible co-design outcomes, 
including the design of prototypes and applied ML approaches. This could even lead to co-design 
artefacts that centre on social engagement and social connectedness. However, considering social 
benefits does not necessarily need to lead to adverse experiences within a multidisciplinary co-
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design team if, for example, researchers and industry collaborators recognise strategic and 
prospective benefits, such as informing future collaborations. Through systematically capturing 
feedback on perceived co-design benefits from all parties involved, the focus could be iteratively 
expanded over the course of a co-design research project.   

5.3 Supporting Individual Self-Care Needs in Collaborative Co-Design   
Realising participatory design and co-design principles, including mutual learning and diversity, 
involves striking a delicate balance between individual and collective needs [40,71]. As part of 
this project, we applied an experienced-based co-design approach [34] and providing a set of self-
care technologies to participants, including an Apple Watch and a Continuous Glucose Monitor 
(CGM) subscription. While this approach supported mutual learning experiences, such as 
receiving informal peer support on how to adapt these technologies according to personal needs 
[63], the use of existing technologies seemed to have limited participants in thinking outside of 
the box when envisioning and co-designing novel self-care technologies.        

Furthermore, we have identified tensions between the idiosyncratic self-care needs of people 
living with T1D and the collaborative modes of co-design: participants reported challenges of co-
designing systems that met their individual and often incompatible illness experiences and 
technology needs. While prior work has effectively documented people’s idiosyncratic self-care 
practices and has highlighted the importance of supporting personalisation and customisation 
[2,3,17,35,62,68], there is a lack of guidance on how people’s idiosyncratic self-care needs could 
be supported as part of collaborative co-design activities, where people take the roles of co-
designers to collectively converge on design ideas and materials. 

We do not suggest that co-design is not a suitable process for people with idiosyncratic health 
and wellbeing needs; instead, we lay bare the benefits and challenges related to this collaborative 
approach to personal health technologies. We aim to raise awareness for an issue that we 
overlooked when conducting co-design workshops, but which participants highlighted repeatedly 
when reflecting on their co-design experiences as part of this interview study. A lesson learned 
is to shift the focus from user-interface co-creation to co-design activities that centre on people’s 
individual health and wellbeing experiences. To introduce the roles of lived experience of health 
conditions and the complexities therein, co-design organisers can use different scaffolding tools, 
such as literature-based health experience insight cards [78]. Inspiration is further provided 
through Piper and Lazar’s work [66] on what co-designers can learn from art therapy. They 
critique views that frame illness experiences as problems that need solving and encourage 
researchers to take observation roles to support participants in expressing their lived experiences. 
Art therapy approaches suggest working in smaller groups and in pairs, which has also been 
shown to be beneficial in participatory design sessions with children living with cancer [49]. At 
later stages, co-design activities can focus on developing multiple idiosyncratic design proposals 
before looking for any consensus, rather than looking for consensus from the outset [83]. Our 
findings suggest that a focus on people’s idiosyncratic health and wellbeing needs does not 
necessarily need to be at odds with co-design activities around AI/ML technology.  

Our study has identified not only potential tensions between participants’ individual needs 
and the collaborative mode of co-design, but also tensions between participants’ lived experience 
and scientific models (i.e.; If-Then templates and anomaly detection explanation [see Figure 1]). 
Exploring the design space of user-centred ML explanations specifically for co-design projects is 
a promising research direction, considering that designing tools to support co-design are 
established methodological contributions [10,40]. Such design-led inquiries could investigate the 
ways in which algorithmic concepts might be intertwined with people’s individual self-care 
experiences and information needs as co-designers. User-centred explanation instruments could 
not only make sense of abstract AI/ML algorithms and but also help visualise exactly what AI/ML 
can do, but also importantly, what it cannot. Prior work provides inspiration, such as the creative 
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presentation of AI as a monster metaphor [26], the use of tangible cards to foster discussion on 
data protection regulations [52], and “inspirational bits” [75] that reveal the properties of sensors. 
Through exposing the benefits and challenges in co-designing for T1D self-care, we propose 
practices for co-designing personal health and also highlight opportunities for co-designing more 
complex technical systems, that might require more varied multi-disciplinary teams. 

6 LIMITATIONS   
The fact that this interview study was conducted at the end of an 18-month long co-design project 
might be considered a limitation. However, a slide deck, including photos of co-design outcomes, 
seemed to help participants recall and reflect on their co-design experiences during interviews 
and we were able to capture longer term benefits and challenges of co-designing for personal 
health. Situated data, such as video recordings of workshop activities, could have strengthened 
findings and a mixed method approach could have provided more detailed insights regarding 
people’s immediate experiences with different co-design methods. Although the interviews were 
conducted by a researcher appointed specifically to conduct this study, it should be considered 
that presented views are influenced because several authors took part in this study as research 
participants. Overall, the strength of this study is that it provides a holistic account of a 
multidisciplinary co-design self-care project with a thematic analysis that identifies perceived 
benefits and challenges of co-design within this personal health context.  

7 Conclusion  
Research and development for human-centred health and wellbeing technologies requires domain 
knowledge and multidisciplinary expertise [33]. With key principles of diversity, collective 
creativity, and mutual learning, co-design approaches have significant potential of help address 
multidisciplinary challenges and inform innovative futures [50,51]. This interview study provides 
a qualitative account of a multidisciplinary project that aimed to co-design ML applications for 
T1D self-management. We have identified not only social, technological, and strategic benefits of 
co-design but also organisational, translational and pragmatic design challenges within this 
context: participants with T1D experienced difficulties in co-designing systems that met their 
individual self-care needs as part of group design activities; HCI and AI researchers described 
challenges applying co-design outcomes to data-driven ML work; and industry collaborators 
highlighted data sharing regulations as cross-organisational challenges. To support researchers 
and practitioners from different disciplinary backgrounds in conducting co-design to inform what 
can be very personal self-care and self-management systems, we contribute lessons learned on 
how co-designers could foster translational knowledge work as part of HCI-AI collaborations and 
support participants’ individual (and often incompatible) health needs throughout the co-design 
process. 
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